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Computing Assets

• Roswell HPCC

– 1,600 processors, 450 TB 

Lustre storage

– Software modules include:

Grace, EGSnrc, Keras, and 

TensorFlow, many bio-

informatics packages

– OnDemand web interface

http://u1.roswellpark.org/pun/sys/dashboard/

– e-mail ServiceDesk@RoswellPark.org to request access 

A look inside Roswell’s HPC data center.

http://u1.roswellpark.org/pun/sys/dashboard/
mailto:ServiceDesk@RoswellPark.org


A typical HPC Engagement

Discovery

Preparation

Setup/Training

Data Migration

Ongoing Research

Initial meeting between 
research group and IT RC.

IT RC performs S/W installation 
and template development to 
meet needs of research group.

Account creation and 
training of new users.

Research group migrates 
data into HPC storage.

Ongoing usage of 
compute and storage 
assets with periodic IT 
support requests.



OnDemand Login

– Note: your OnDemand user ID and password may not 

the same as your main Roswell ID and password



OnDemand Dashboard

• Files
• Upload, download, 

edit, move, delete 
etc.

• Jobs
• Configure, submit, 

& monitor jobs
• Clusters

• Linux CLI
• Interactive Apps

• Launch programs 
with GUIs



OnDemand - Files

• File Explorer
• Transfers via 

upload/down
-load or drag 
and drop

• Editor
• Language 

aware 
coloring (e.g. 
Python 
comments, 
etc.)



OnDemand – Compute Jobs

• Composer
• Create and 

configure a 
new job

• Use templates 
to minimize 
effort

• Monitor or 
alter current 
jobs

• Active Jobs
• Check job 

queues



OnDemand – Job Templates

• Templates
• Searchable
• IT RC (i.e. 

Shawn) can 
create new 
templates on 
request

• Users can also 
create and 
manage their 
own 
templates



OnDemand – Cluster CLI

• Provides a bash command line interface on front-end node (u1)
• Handy for those who are familiar with conventional HPC access paradigm 

(e.g. putty, ssh)



OnDemand – Interactive Apps

• Special compute jobs 
for launching 
interactive GUI-based 
applications

• Remote Desktop + 
Individual Apps

• OpenGL codes can 
benefit from GPU 
hardware acceleration 
(viz nodes)

Use the app 
window at left to 
select an app and 
submit request 
via “Launch” 
button.



OnDemand – Interactive Sessions

• Interactive apps are 
compute jobs!

• Can close browser 
window and 
reconnect without 
loss of work.

Once the job starts the window will refresh and offer a 
“Launch [app]” button. Click it to open the app in a 
browser window.



OnDemand – Interactive Sessions

• Interactive apps are 
compute jobs!

• Can close browser 
window and 
reconnect without 
loss of work.

In this example, a 
remote desktop is 
opened and pre-
populated with an 
instance of the IGV 
genome viewer.



OnDemand – Machine Learning example

• Dashboard  JobsJob Composer  Templates
• Search for “Keras”
• Select the “wordseq” template

• Generate HPL-style prose!
• Click “Create New Job”

• Drops you into the “Jobs” interface
• Explore the job details area
• Click on the “.py” file to open in editor

• contains the Keras code
• Find the section marked “define model”

• Feel free to add, delete, modify layers



OnDemand – Machine Learning example

• Find the section marked “procedure == “generate” 
• Feel free to adjust the generator sequence and 

see what sort of Lovecraftian text you can get the 
AI to come up with!

• The sequence must be at least 10 words and 
include a space at the end.



OnDemand – Machine Learning example

• Open the sge-keras-wordseq script in the editor
• Add lines at the bottom to run test and generate 

portions of the model:

• Save changes
• Job Composer  Submit
• Wait for job to complete
• Open wordseq.out


